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Abstract: This Guide is intended for harmonization of interlaboratory comparisons of categorical − nominal
(qualitative, i.e., non-quantitative) and ordinal (semi-quantitative) − characteristics of a substance, material,
or object. It provides guidance for application of relevant methods of mathematical statistics for design of
such interlaboratory comparisons and analysis of the obtained data, when the methods developed for
continuous quantitative values (e.g., ANOVA − analysis of variance) cannot be used without violation of their
basic assumptions. The proposed approach employs recently-developed two-way nominal analysis of vari-
ation CATANOVA and two-way ordinal analysis of variation ORDANOVA. The Guide also addresses corre-
lation between the categorical characteristics, as well as correlation between these characteristics and the
chemical composition of the material or object. A multisensory quality index of a product, combining
information on its categorical characteristics, is detailed. It allows for comparison of the quality of the same
material produced by different producers. The examples provided in the Guide are from the fields of
macroscopic examination of weld imperfections, comparison of odor intensity of drinking water, and
comparison of sensory (ordinal) characteristics of a sausage. A corresponding calculation tool with an Excel
spreadsheet including macros, and programs written in the R environment, are available in the specified
references.
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1 Introduction

Interlaboratory studies are widely used for estimation of proficiency/competence of calibration and testing
(including chemical analytical and medical) laboratories in specific measurements, tests, calibrations, exami-
nations, inspections or sampling;1 for development of certified reference materials;2 for validation of
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measurement and testing methods;3,4 and for evaluation of calibration andmeasurement capabilities of national
metrology institutes and designated institutes participating in key and supplementary comparisons.5 When the
reference value for the measurand is unknown, agreement (consistency) of the measured values obtained by the
participating laboratories is investigated.6,7 If suitable agreement is observed and outliers are absent or treated,
the laboratory results may then be used for estimating (building) a consensus value of the measurand that is
applicable in the absence of a known reference value.8–10 The consensus value typically is an arithmetic mean of
measured values, when their distribution is approximately symmetric and associated measurement
uncertainties are approximately equal; a weighted mean of the values with weights depending on their mea-
surement uncertainties; a Bayesian estimator;11,12 or a robust estimator of a population mean.1,13 When the
reported measurement uncertainties do not sufficiently cover the actual differences between laboratory results,
an interlaboratory “dark” uncertainty component, not considered by the laboratories but contributing to the
uncertainty of the consensus value, is evaluated.14 Then the consensus value and its associated uncertainty are
applied for determination of a laboratory’s success. Another application is to assign the measurand value and its
uncertainty for a candidate reference material.15,16 In a method validation, the consensus value is used for
evaluation of the method reproducibility.17

Consensus building for datasets of measured values of the same measurand obtained in different labora-
tories, in different years, by different measurement methods allows evaluation of a physical constant18 or a
quantitative substance property.19 The method of DerSimonian and Laird, and other statistical procedures, are
used for meta-analysis of such datasets, including statistical samples of small size.20 Meta-analysis is also widely
applied in medical studies.21

However, no algebraic operations and mathematical functions can be directly applied to the outcome of
categorical characteristics of a substance, material, or object, whether the categories are expressed in words, by
alphanumeric codes, barcodes, or pictograms.22–24 Categorical variables are nominal/qualitative (non-quantita-
tive) or ordinal/semi-quantitative. For example, kinds of weld imperfections25 and descriptors of water odor26 are
nominal variables, whose occurrences can be only equal or unequal, i.e., can belong to the same or different
categories. At the same time, intensity of water odor or sausage taste from very bad to excellent 27,28 relate to
ordinal variables, which are able to be “equal/unequal” or “greater than/less than”. Nominal variables are studied
in identification tasks and detection (presence/absence) tasks,29,30 while ordinal variables are used for charac-
terization of properties of a substance, material, or object and its quality, e.g., in sensory analysis.31,32 Such
variables are also applied formodeling in psychology, clinical, and social sciences.33 A consensus numerical value
(an equivalent of a mean) in an interlaboratory comparison or meta-analysis of categorical properties is not
applicable. Statistical techniques for interlaboratory comparisons of nominal and ordinal properties of a sub-
stance, material, or object are less studied and not harmonized.34,35

In sociology, consensus of opinions within a given group of individuals is described as “cohesiveness” or
“closeness”, i.e., the degree to which themembers of the group agree.36,37 For example, it may be the cohesiveness
of opinions of members of a society choosing one of a few candidates for the chair of the society or one of the
alternative programs for the society’s activities. Ideal consensus by this concept means a lack of dispersion of
opinions or choices, while a minimal consensus corresponds to their maximal dispersion reflecting a disagree-
ment or dissent.38–40 Consideration of such consensus is applied in studying decision making by experts,41–43

nursing care (clinical practice),44,45 psychology,46 and other fields. Likert (satisfaction) scales of expert responses,
similarity functions describing the distance between opinions of the experts, rank aggregation (whenmembers of
a group decidewhich issue is collectively preferred), and kappa coefficients interpreting a consensus as a value on
the interval from 0 to 1, are used in the cited references for a consensus “measurement”.

Consensus of laboratories participating in an interlaboratory comparison, classifying a substance, material,
or object according to its nominal and ordinal characteristics, could also be interpreted as cohesiveness. Recently
developed two-way factorial analysis of variation of nominal variables CATANOVA 25 and of ordinal variables
ORDANOVA,47 applied first in refs.25 and,26–28 respectively, answer the question “is a consensus among partici-
pating laboratories achieved?” The answer is based on testing hypotheses about homogeneity of the between-
laboratory andwithin-laboratory variation components, aswell as the components caused by other factors under
study.48 This is analogous to two-way ANOVA for continuous quantitative variables, but the variations are
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calculated here from relative frequencies of the responses for specified categories. Similar hypotheses about the
influence of different factors on the laboratory responses (and on the consensus), according to the applied
experimental design and decomposition of the total variation, are tested as hypotheses on the homogeneity of
corresponding variations. Homogeneity testing of nominal variables in the CATANOVA framework is based on
the application of a χ2-distribution. Testing of ordinal variables in the ORDANOVA framework applies empirical
distributions obtained using randomMonte Carlo (MC) draws from amultinomial distribution. Since the number
of participating laboratories is small in many cases, not only the level of confidence (probability of a Type I error
or α-risk49) but also the power of the test (the probability of a Type II error or β-risk50) is important for a correct
interpretation of the test results.51–53

The present Guide describes a harmonized approach to design of experiments for interlaboratory com-
parisons of categorical characteristics of a substance, material, or object and interpretation of the obtained data
based on two-way CATANOVA and ORDANOVA. The examples provided are from the fields of macroscopic
examination of weld imperfections, comparison of odor intensity of drinking water, and comparison of sensory
(ordinal) characteristics of a sausage.

1.1 Scope and field of application

This Guide is developed for harmonization of interlaboratory comparisons of categorical characteristics of a
substance, material, or object. It will be helpful also for a correct interpretation of categorical data on properties
of substances, materials and objects, the validation of corresponding methods of characterization (e.g., methods
of sensory analysis), the development of reference materials with categorical properties, and similar tasks.

The document is intended for quality control, measurement and testing chemical analytical laboratories,
metrologists and analytical chemists, specialists involved in the laboratory accreditation activity, laboratory
customers, quality managers, and regulators.

1.2 Terms and definitions

Terms and definitions used in this Guide are sourced from the International Vocabulary of Metrology (VIM),23 the
ISO Vocabulary of Statistics,54–56 the ISO Quality Measurement Systems – Fundamentals and Vocabulary,57 and
the IUPAC Compendium of Terminology in Analytical Chemistry (The Orange Book).58 A definition is given as a
phrase that can be substituted in a sentence for the term, following ISO practice.59

Themost relevant terms and definitions relating to the categorical characteristics of a substance, material, or
object applied in this Guide are given below.

1.2.1 Categorical characteristic

Distinguishing feature described by a specified set of categories
NOTE 1 A category (a class or division of values) can be represented in words, by alphanumeric codes,

barcodes, or pictograms.
NOTE 2 A categorical characteristic can be physical, chemical, biological, sensory (relating to smell, touch,

taste, sight, hearing), etc.
NOTE 3 A categorical characteristic can be nominal (qualitative, i.e., non-quantitative) or ordinal (semi-

quantitative).
NOTE 4 The term “value” regarding a categorical characteristic is intended in a broad sense including

qualitative or semi-quantitative information.
NOTE 5 A categorical characteristic can be related to an inherent property of a substance or material.

However, in a detection task (if a substance is present or absent) or in an identification task (if a substance is
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identified or not), like determination of a blood group or a kind of weld imperfection, the categorical charac-
teristics are related to the sample under examination, the tested environmental compartment, etc.

Adapted from the Vocabulary of Statistics [55clauses 1.1.1 and 1.1.3], and ISO 9000 [57clause 3.10].

1.2.2 Categorical data

Data of a categorical characteristic, each value of which is one of the specified categories
NOTE 1 Categorical data have neither measurement units nor quantity dimensions.
NOTE 2 No algebraic operations among categorical data can be performed. Their differences and ratios,

where categorical data are expressed numerically, have no physical meaning.
NOTE 3 Categorical data can be nominal data or ordinal data.
NOTE 4 Binary categorical data (yes/no, detected/not detected, identified/not identified, etc.) can be classed as

nominal data or as ordinal data.
Adapted from the Orange Book [58entry 2.4].

1.2.3 Consensus of laboratories

Interlaboratory consensus
Consensus
Cohesiveness (closeness, agreement) of responses of different laboratories participating in an interlaboratory

comparison of categorical data
NOTE 1 The term “consensus”means statistical homogeneity of responses, which can be tested using relevant

statistical methods for analysis of categorical data variation.
NOTE 2 Evaluation of a consensus is performed as estimation of a power of the homogeneity test of the

responses and corresponding probabilities of false decisions on the homogeneity (if the consensus was achieved
or not).

NOTE 3 When the purpose of the interlaboratory comparison of categorical data is characterization of a
material (e.g., a candidate reference material2,30), the consensus achieved with the acceptable power and prob-
abilities of false decisions can be used for assignment of categories to the examined properties of thematerial. If a
laboratory is out of the consensus of other participating laboratories, responses of the outlying laboratory
(inhomogeneous with other responses) should be investigated.

NOTE 4 The consensus achieved in a laboratory proficiency testing supports the proficiency of the partici-
pating laboratories. However, when the (homogeneous) responses of the laboratories differ from the assigned/
certified category of the test item property,1 an investigation of the reasons for the difference is necessary.

1.2.4 Interlaboratory comparison of categorical data

Comparison of categorical data
Design, performance, and evaluation of categorical data related to qualitative or semi-quantitative cate-

gorical characteristics of the same or similar items (results of their examination) by two or more laboratories in
accordance with predetermined conditions

NOTE 1 The term “laboratories” is used to cover all organizations that provide information on items based on
experimental observation, including inspection, sampling, measurement or testing, and examination.

NOTE 2 Interlaboratory comparison is a generic term; the purpose and detailed objectives of an inter-
laboratory comparison (e.g., proficiency testing; a procedure validation; characterization of a candidate refer-
ence material) must be specified.

Adapted from ISO/IEC 17043 [1clause 3.4]; and the Orange Book [58entry 13.62].
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1.2.5 Nominal data

Categorical data with unordered labeled categories or categories ordered by convention
EXAMPLES Color of a spot test; sex; blood group; sequence of amino acids in a polypeptide; sensory response

to a kind of a water smell or taste; type of fault.
NOTE 1 Nominal data have no magnitude; they can be only equal or unequal.
NOTE 2 Nominal data are used in chemical qualitative analysis [29–30,58entry 1.3].
Adapted from VIM [23, clause 1.30]; the Vocabulary of Statistics [55clause 1.1.6]; and the Orange Book [58entries

1.3 and 1.55].

1.2.6 Ordinal data

Categorical data with ordered categories according to the inherent magnitude of the data
EXAMPLES Rockwell C hardness; octane number for petroleum fuel; sensory response to intensity of a food

smell or taste, severity of a fault according to an expert assessment.
NOTE 1 Ordinal data are arranged according to ordinal scales by the data categories, e.g., from very bad to

excellent or from 1 to 5. However, numeric codes of categories should not be treated as continuous quantities since
the distance between numbers 1 and 2 on an ordinal scale may not be the same as between 2 and 3, or 3 and 4.

NOTE 2 Ordinal data can have empirical relations only; they can be equal or unequal, greater than or less than.
NOTE 3 Ordinal data are used in chemical semi-quantitative analysis.60–62

Adapted from VIM [23clause 1.26]; the Vocabulary of Statistics [55clause 1.1.7]; and Orange Book [58entry 1.58].

1.2.7 Response variable of a categorical characteristic

Variable that represents the observed results of the examination of a categorical characteristic
NOTE 1 The observed results may be responses of experts participating in the examination.
NOTE 2 The distribution of the response variable of a categorical characteristic can be described by absolute

or relative frequencies of responses of each of the specified set of categories.
Adapted from the Vocabulary of Statistics [55clause 3.5.14].

1.3 Symbols

α risk to reject null hypothesis H0 when it is true (probability of a Type I error)
β risk of failure to reject the null hypothesis H0 when in fact it is not true (probability of a Type II error)
βl risk of a failure to reject null hypothesis H0 when in fact it is not true, related to factor Xl, l = 1 or 2
γk0 intercept (cutoff point) for category k in the ordinal logistic regression model
γ1 to γm logistic regression coefficients (slopes) of components contents c1 to cm
ĈB between(inter)-laboratory component of the sample total variation V̂ T
ĈBXl component of variation ĈB caused by factor Xl, l = 1 or 2
c1 to cm measured values of contents of chemical components
dfB number of degrees of freedom of variation ĈB
dfT number of degrees of freedom of variation V̂ T
dfW number of degrees of freedom of variation V̂W
dfXl number of degrees of freedom of variation ĈBXl , l = 1 or 2
dfl number of degrees of freedom of chi-square distribution χ2dfl , l = 1 or 2
E expected value
Fk cumulative theoretical probability of ordinal responses up to the k-th category
F̂ ijk sample (observed) cumulative relative frequency of ordinal responses up to category k at the i-th level of factor X1 and j-th

level of factor X2
F̂ i.k sample cumulative relative frequency of ordinal responses up to category k at level i of factor X1; a dot in a subscript symbol

means the index of summation (for averaging) of the corresponding frequencies, e.g., j in F̂ i.k
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F̂ .jk sample cumulative relative frequency of ordinal responses up to category k at level j of factor X2
F̂ ..k sample total cumulative relative frequency of ordinal responses up to category k
H0 null hypothesis
H1 alternative hypothesis
η1 to ηm logistic regression coefficients (slopes) of components contents c1 to cm, equivalent of −γ1 to −γm
i index of a level of factor X1, i = 1, 2, …, I
I number of levels of factor X1
(i, j) cell in a cross balanced design
j index of a level of factor X2, j = 1, 2, …, J
J number of levels of factor X2
k index of a category of the responses, k = 1, 2, …, K
K number of categories of the responses
λ parameter of non-centrality of a distribution
l index of a factor Xl, l = 1 or 2
L estimated likelihood
m number of considered chemical components
Mfull full regression model with predictors
Mintercept regression model without predictors, i.e., containing only the intercept
n number of replicate responses
n vector of response frequencies by categories n1, n2,…, nK( )
nijk number (frequency) of responses of category k at i-th level of factor X1 and j-th level of factor X2
nk frequency of responses of category k
N total number of responses
P probability; used also with subscripts related to a property, e.g., properties p1 to p5
P̂ sample estimate of P
Pjoint probability of a joint event (intersection)
P̂joint sample estimate of Pjoint
Pl power of a test for assessing interlaboratory consensus, equal to probability 1 − βl , l = 1 or 2
p vector of the response probabilities by categories p1, p2,…, pK( )
pk probability of a response of category k
p̂ vector of the sample probabilities (relative frequencies) of responses by categories p̂..1, p̂..2,…, p̂..K( )
p̂ijk sample probability (relative frequency) of nominal responses of category k at i-th level of factor X1 and j-th level of factor X2
p̂i.k sample probability (relative frequency) of nominal responses of category k at i-th level of factor X1
p̂.jk sample probability (relative frequency) of nominal responses of category k at j-th level of factor X2
p̂..k sample probability (total relative frequency) of nominal responses of category k
pseudo-R2 McFadden’s statistics for evaluation of goodness-of-fit of logit models
q index of a category of the responses (like k), q = 1, 2, …, K
Qindex quality index
Qexc
index index of a product having imagined excellent quality

ŜIXl significance index (test statistics) for evaluation of effect of factor Xl, l = 1 or 2
SIcritXl critical value of significance index ŜIXl under null hypothesis H0, l = 1 or 2

ŜIMC
Xl significance index generated with the MC method, l = 1 or 2

ŜIXl, λ significance index, shifted/modified under alternative hypothesis H1 with parameter of non-centrality λ, l = 1 or 2
ŜIMC

Xl, λ significance index, shifted/modified under alternative hypothesis H1, generated with MC method, l = 1 or 2
w effect of the statistical sample size for the chi-square test
Xl factor 1 or factor 2 (l = 1 or 2)
xl critical value of chi-square distribution χ2dfl , l = 1 or 2
χ2dfl chi-square distribution with dfl degrees of freedom, l = 1 or 2
χ2dfl , λ non-central chi-square distribution shifted under alternative hypothesis H1 with parameter of non-centrality λ, degrees of

freedom dfl , and l = 1 or 2
VAR variance
V̂ T sample total variation of the response variable Y , normalized on [0, 1] interval
V̂W within(intra)-laboratory component of V̂ T caused by factor X2 and/or “residual” variation due to unknown reason(s)
Y random quantity on a categorical scale, Y = n; used also with subscripts related to a property, e.g., properties p1 to p5
∩ intersection of events
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1.4 Abbreviations

ANOVA Analysis of Variance
CATANOVA Categorical (nominal) Analysis of Variation
CDF Cumulative Distribution Function
CITAC Cooperation on International Traceability in Analytical Chemistry
exp exponential function
IBM SPSS Statistical Package for the Social Sciences of the International Business Machines Corporation
IEC International Electrotechnical Commission
ISO International Organization for Standardization
IUPAC International Union of Pure and Applied Chemistry
logit logarithmic odds of ordinal responses
MASS Modern Applied Statistics with S programming environment
MC Monte Carlo
ORDANOVA Ordinal Analysis of Variation
PDF Probability Density Function
PMF Probability Mass Function
VIM International Vocabulary of Metrology

2 Design of experiment

The provider of the interlaboratory comparison shall design and plan those activities which directly affect the
validity of the comparison and shall ensure that activities are carried out in accordance with prescribed pro-
cedures as detailed, for example, in ISO/IEC 17043.1 For an interlaboratory comparison in the field of sensory
analysis according to ISO 6658,31 there are important requirements for the qualification of the experts of
participating laboratories (sensory assessors by ISO 8586 63) and conditions of examination of the test items.

2.1 Test items

Choice and preparation of test items having homogeneity and stability of the properties of interest fit for purpose
of a planned interlaboratory comparison is a task of the comparison provider.1 When test items are consumer
products (e.g., samples of a packaged sausage) from different producers, purchased simultaneously from a
market for comparison,64 they shall be examined before their expiration dates.

2.2 Responses

2.2.1 Modeling responses

An expert response for a given property (characteristic of a substance, material, or object) can be modeled as a
random quantity Y on a categorical scale with K ≥ 2 categories (classes or levels) characterized by a probability
vector p = p1, p2,…, pK( ), where pk with k = 1, 2,…,K denotes the theoretical probability of responses related to
the k-th category, such that∑K

k=1 pk = 1. Then, for ordinal values, Fk denotes the cumulative theoretical probability
up to the k-th category, i.e., Fk = ∑k

q=1 pq, and FK = 1. In practice, there is a set (vector) of response frequencies
n = n1, n2,…, nK( ), where nk ≥ 0 denotes the number (frequency) of responses related to the k-th category, and
∑K

k=1 nk = N is the total number of responses. The probability P of receiving such set of response frequencies can
be evaluated based on the multinomial distribution with parameters N , p( ) as the probability mass function
(PMF):65
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P Y = n( ) = N !
n1 ! n2 !…nK !

pn11 p
n2
2 … pnKK . (1)

When some of the numbers nk of responses related to the k-th category are equal to zero, factorial 0! = 1, and
corresponding pnkk = 1. Therefore, if two only nk are different from zero i.e.K = 2( ), the multinomial distribution
in Eq. (1) simplifies to the binomial distribution. Note that the multinomial distribution, being a generalization of
the binomial distribution, is applicable to nominal as well as ordinal variables.

2.2.2 Factors influencing the responses

In an interlaboratory comparison, variability in the responses ofY may be explained by independentfixed effects
of two main factors (two independent categorical variables). The first factor, i.e., the variable X1, having I levels
(laboratories participating in the comparison, denoted as i = 1, 2, …, I), and the second factor, the variable X2,
having J levels (e.g., J different temperatures of the water samples for examination of the water odor, denoted as
j = 1, 2,…, J). Each of theN possible responses falls into one of the I levels i of thefirst factorX1, and into one of the J
levels j of the second factor X2. Besides, each of the responses belongs to one of the k = 1, 2,…,K categories of Y .

2.2.3 Interaction of the factors

As a rule, an interaction between such factors as a laboratory and afixed condition of the item examination (like a
temperature of a water sample) is unrealistic. Therefore, only one response at the specified levels of the factors is
required in ISO/IEC 17043,1 when an interlaboratory comparison is used for proficiency testing of the partici-
pating laboratories. However, in a case of another simultaneous aim, e.g., checking abilities of a new trained
technician versus an experienced one (expert) for examination of the items in the same laboratory, the absence of
an interaction between the factors is less obvious and may need to be tested.

2.3 Cross-balanced design

A design of an interlaboratory comparison without replication at any (i, j) cell, when IJ = N , is the simplest cross-
balanced design. It is shown in Table 1, where nijk denotes the number of responses obtained in the i-th laboratory
at the j-th condition, related to a k-th category. No interaction between the two factors can be analyzed when all
nijk = 1.

In general, a cross-balanced design may contain (i, j) cells with the same number n > 1 of replicate responses
and the total number of responses N = nIJ . The design with replication allows testing of the interaction between
the factors.25,47

Mathematical issues of random effects of factors for a nominal scale were described recently in ref. 66.

Table : Cross-balanced design without replication.

Factor X1 – laboratories Factor X2 – levels of a condition Total counts

1 … j … J

 nk … njk … nJk J
… … … … … … …

i nik … nijk … niJk J
… … … … … … …

I nIk … nIjk … nIJk J
Total counts I … I … I N
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3 Analysis of the response variation

3.1 Total variation

Treating N responses as a statistical sample, and the number of responses nijk as a random variable, then
p̂ijk = nijk/N and F̂ijk = ∑k

q=1 p̂ijq denote the sample (observed) relative frequency of responses belonging to the
k-th category and the sample cumulative relative frequency of responses up to the k-th category in cell i, j( ),
respectively. The sample total cumulative relative frequency of all responses belonging to the k-th category is
denoted by

F̂ ..k = 1
IJ

∑
I

i=1
∑
J

j=1
F̂ijk , k = 1, 2,…,K . (2)

Here, F̂i.k = 1
J ∑

J
j=1 F̂ijk i = 1, 2,…, I ; k = 1, 2,…,K( ) and F̂ .jk = 1

I ∑
I
i=1 F̂ijk j = 1, 2,…, J ; k = 1, 2,…,K( ) denote the

sample cumulative relative frequency of responses up to the k-th category at level i of factor X1 and at level j of
factor X2, respectively. Dots in a subscript symbol mean the indices of summation (for averaging) of the corre-
sponding frequencies, e.g., i and j in F̂..k .

The observed (sample) total variation of the response variable Y , normalized on the [0, 1] interval, is
estimated in two-way ORDANOVA for ordinal variables 47 as

V̂T = 1
K − 1( )/4 ∑

K−1

k=1
F̂ ..k 1 − F̂ ..k( ) (3)

with degrees of freedom dfT = N − 1. A similar estimate in two-way CATANOVA for nominal variables 67 is

V̂T = K
K − 1( ) 1 − ∑

K

k=1
p̂2..k),( (4)

where p̂..k = n..k/N is the sample proportion (relative frequency) of data belonging to the k-th category and
∑K

k=1 p̂..k = 1.

3.2 Decomposition of the total variation

In the model without replication, the total sample variation V̂T is partitioned into the between(inter)-laboratory
component ĈB and the within(intra)-laboratory component V̂W, caused by the second factor and/or “residual”
variation due to unknown reason(s). For ordinal data,47 this is

V̂T = ĈB + V̂W, (5)

where

ĈB = 1
K − 1( )/4 ∑

K−1

k=1

1
I
∑
I

i=1
F̂i.k − F̂ ..k( )2 + 1

J
∑
J

j=1
F̂ .jk − F̂ ..k( )2[ ] (6)

and

V̂W = 1
K − 1( )/4 ∑

K−1

k=1

1
IJ

∑
I

i=1
∑
J

j=1
F̂i.k + F̂ .jk − F̂ ..k( ) 1 − F̂i.k + F̂ .jk − F̂ ..k[ ]( ). (7)

The degrees of freedom of the variation components are dfB = I − 1( ) + J − 1( ) and dfW = I − 1( ) J − 1( ),
respectively.

The individual effects of factors X1 and X2 can be estimated using the next decomposition of the variation ĈB:
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ĈB = Ĉ
B
X1 + Ĉ

B
X2, (8)

where

Ĉ
B
X1 =

1
K − 1( )/4 ∑

K−1

k=1

1
I
∑
I

i=1
F̂i.k − F̂ ..k( )2 and

Ĉ
B
X2 =

1
K − 1( )/4 ∑

K−1

k=1

1
J
∑
J

j=1
F̂ .jk − F̂ ..k( )2 (9)

with degrees of freedom dfX1 = I − 1 and dfX2 = J − 1, respectively.
A similar decomposition for nominal data 67 leads to

Ĉ
B
X1 =

K
K − 1

∑
K

k=1

1
I
∑
I

i=1
p̂i.k − p̂..k( )2 and Ĉ

B
X2 =

K
K − 1

∑
K

k=1

1
J
∑
J

j=1
p̂.jk − p̂..k( )2. (10)

Such decomposition may include a component related to the possible interaction between the two factors. In
addition, decomposition by response categories was discussed in papers.25–27 Note also that the sample estimators
by Eqs. (3–10) are biased from the corresponding population variations.42,68

3.3 Null and alternative hypotheses

The null hypothesisH0 of homogeneity of the responses states that the probability of classifying the responses as
belonging to the k-th category does not depend on the levels of the first factor (levels i) nor on those of the second
factor (levels j), i.e., pijk = pk for all i = 1, 2,…, I and j = 1, 2,…, J . Under this hypothesis, the following relations are
applicable for both nominal and ordinal data:

E V̂T[ ]
dfT

= E ĈB[ ]
dfB

= E V̂W[ ]
dfW

=
E Ĉ

B
X1[ ]

dfX1
=
E Ĉ

B
X2[ ]

dfX2
= VT

N
, (11)

where E is the expected value. The numerator of the last term in Eq. (11) is the population total variation VT

corresponding to the probability vector p = p1, p2,…, pK( ). The alternative hypothesesH1 are that one or both the
studied factors influence the probability vector p, i.e.,

E Ĉ
B
X1[ ]

dfX1
>
VT

N
and/or E Ĉ

B
X2[ ]

dfX2
>
VT

N
. (12)

To test the statistical significance of both the factor effects, the following significance indices (test statistics) have
been defined:47

ŜIX1 =
Ĉ
B
X1/dfX1

V̂T/dfT
and ŜIX2 =

Ĉ
B
X2/dfX2

V̂T/dfT
. (13)

3.4 Hypothesis testing for nominal variables

Distributions of the statistics dfl ŜIXl, l = 1, 2, for nominal variables are asymptotically approximated by the chi-
square distributions χ2dfl

25 with df1 = K − 1( ) I − 1( ) and df2 = K − 1( ) J − 1( ), respectively. They have the following
expectations and variances:

E dfl ŜIXl[ ] = dfl andVAR dfl ŜIXl[ ] = 2 dfl. (14)
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This approximation allows the application of a chi-square test for testing the null and alternative hypotheses.69

The null hypothesis H0 regarding the equivalence of the levels of factor X1 pi.k = pk( ), i.e., insignificance of the
effect of factor X1 on the response variable Y , is rejected when df1 ŜIX1 exceeds the critical value x1 of the chi-
square distribution χ2df1 at the 1 − α( ) 100% level of confidence, i.e., when the probability P df1 ŜIX1 > x1( ) = α. It is
the probability of a Type I error, which may be interpreted as the α-risk of a false decision that a consensus of
laboratories is absent, when it is actually achieved. Similarly, theH0 regarding the levels of factor X2 p.jk = pk( ) is
rejectedwhen df2 ŜIX2 exceeds the critical value x2 of the chi-square distribution χ2df2 . This alsomeans that the null

hypothesis H0 related to factor Xl is rejected when ŜIXl exceeds xl/dfl at the 1 − α( ) 100% level of confidence. The
α-risk here is the probability of a false decision of the significance of the influence of factor Xl on the responses,
when it is insignificant.

The alternative hypothesis H1 by Eq. (11) corresponds to the shifted/modified distribution of the statistics
dfl ŜIXl which would be valid under the null hypothesis H0. The modified distribution is denoted further as
dfl ŜIXl, λ, where λ is the parameter of non-centrality, i.e., the shift in the distribution. The following expectations
and variances related to the modified distribution are

E dfl ŜIXl, λ[ ] = dfl + λ,VAR dfl ŜIXl, λ[ ] = 2 dfl + 4 λ, (15)

and

E ŜIXl, λ[ ] = 1 + λ
dfl

,VAR ŜIXl, λ[ ] = 2
dfl

+ 4 λ
dfl2

. (16)

This modified distribution is approximated by the noncentral chi-square distribution χ2dfl , λ
70. The values are

calculated as λ = w2N , wherew is the effect of the statistical sample size on the chi-square test. Conventionally, a
value of w = 0.1 is considered as a small effect, w = 0.3 – a medium effect, and w = 0.5 – a large effect.71 As the
sample size N = IJ is equal for both factors X1 and X2, the same λ is applicable.

Then, values of the power of the homogeneity test of the responses at different levels of the factor X1 (levels i)
and factor X2 (levels j) can be calculated as the power Pl, l = 1 or 2, of the corresponding chi-square test:72,73

Pl = 1 − βl = 1 − CDFχ2dfl , λ xl( ), (17)

where CDF means cumulative distribution function, and βl denotes the probability of a Type II error. It may be
interpreted in the case of factor X1 as the β-risk of a false decision of a consensus of the laboratories, when the
consensus was not achieved. If the influence of factor X2 is tested, this is the β-risk of a false decision of the factor
insignificance, when it is significant.

An example of the power values versus numbers of the factor levels and categories, calculated and plotted in
R programming environment,48,74 is available in Annex A, Example 1. An evaluation of the consensus (the power
and β-risk at the set α-risk) of laboratories which participated in a comparison of weld imperfections that are
nominal weld characteristics, is in Annex A, Example 2.

3.5 Hypothesis testing for ordinal variables

Testing the null hypothesis H0 on the effect significance for ordinal variables also requires knowledge of an
asymptotical distribution for the indices ŜIX1 and ŜIX2 by Eq. (13), in order to calculate the critical values of the
indices SIcritX1 and SIcritX2 at the 1 − α( ) 100% level of confidence.

A calculation tool using random MC draws from a multinomial distribution – an Excel spreadsheet with
macros 75 – calculates (from the empirical data) the sample vector of relative frequencies p̂ = p̂..1, p̂..2,…, p̂..K( ), as
well as the variation components ( ĈB

X1, Ĉ
B
X2, V̂W, V̂T) and the values of the indices ŜIX1 and ŜIX2. At each iteration,

the calculator performs random draws from the multinomial distribution with K categories and the vector of
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relative frequencies p̂, and stores the calculated values of the significance indices. Finally, for each significance
index, an empirical CDF is constructed and relative frequency (%) plots of the simulated values (empirical

distributions of ŜI
MC
Xl , l = 1, 2) are displayed. The critical values SIcritXl for the significance indices, as an equivalent

of xl/dfl for nominal variables, are recovered as the points, where the 1 − α( ) 100% level of confidence of the

empirical CDF is achieved. The null hypothesisH0 is rejectedwhen the significance index ŜI
MC
Xl exceeds the critical

value SIcritXl at the 1 − α( ) 100% level of confidence.
The alternative hypothesis H1 is represented by the shifted/modified empirical distribution of the signifi-

cance index ŜI
MC
Xl, λ = 1 + λ/( dfl)ŜIMC

Xl . Thus, the power value Pl of the criterion for testing homogeneity of the

responses at different levels of the factor Xl is Pl = 1 − CDF
ŜI

MC

Xl, λ

SIcritXl( ).
The tool was applied, for example, for evaluation of the consensus of laboratories which participated in a

comparison of intensity of odors (ordinal characteristics) of different drinking water samples.26 This is Example 3
in Annex A.

4 Relationship between categorical and quantitative
characteristics

4.1 Sensory evaluation and chemical composition

Categorical characteristics of a substance, material, or object may be correlated with its quantitative charac-
teristics, such as contents of main chemical components and impurities. For example, relationships between
sensory evaluation and the chemical composition ofmeat andmeat products have been a subject of research.76–78

Regression analysis is the known tool for studying and modeling such relationships. However, as in applications
of ANOVA, the additivity assumption should not be violated when applying regression analysis.79 This is possible
with multinomial ordered logistic regression (ordered logit), quite commonly applied in medicine,80 financial
activity,81 in a study of consumer purchasing behavior,82 and in other fields.

4.2 Multinomial ordered logistic regression

The ordered logit model is based on the following concepts. When Y is an ordinal outcome with K categories, the
cumulative probability of the responses of categories q, which are less than or equal to a category k, is P q ≤ k( ).
The odds of the responses being less than or equal to a category k, are defined as P q ≤ k( )/P q > k( ), when
k = 1,…,K − 1. For k = K , the denominator is zero and the odds cannot be defined. The log odds, called logit, is
defined as logit P q ≤ k( )( ) = log P q ≤ k( )/( P q > k( )). The ordinal logistic regression model is parameterized as

logit P q ≤ k( )( ) = γk0 + γ1c1 +⋯ + γmcm, (18)

where γk0 is the intercept (cutoff point) for category k; c1 to cm are the measured component contents (mass
fractions), i.e., the observable continuous variables; γ1 to γm are the corresponding regression coefficients (slopes),
constant across categories. Note that this model is based on the parallel regression (proportional odds)
assumption: the logit dependences on the compositions are parallel hyperplanes for different categories k and,
hence, the intercepts are different for each category but the slopes are constant across categories. The odds of
being less than or equal to category k are

P q ≤ k( )/P q > k( ) = exp γk0 + γ1c1 +⋯ + γmcm( ). (19)

Calculation of the model parameters in R programming environment, including their confidence intervals and
goodness-of-fitmeasures for themodel, is described, for example, at thewebpage.83 The followingnotation is used inR:
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logit P q ≤ k( )( ) = γk0 − η1c1 −⋯ − ηmcm, (20)

where ηi = −γi for all the regression coefficients of components contents c1 to cm. Inverting Eq. (20), the probability
of getting a response of a certain category k or below can be obtained84 as

P q ≤ k( ) = logit−1 P q ≤ k( )( ) = 1/ 1 + 1/ exp γk0 − η1c1 −⋯ − ηmcm( )[ ]. (21)

The R function “polr” of theMASS package85 is used to fit multinomial ordered logistic models to the experimental
data, while the function “predictorEffects” of the Effects package86 is helpful for calculating and plotting prob-
abilities of getting a response equal to a certain category k.

The goodness-of-fit of a model can be evaluated by calculating several pseudo-R statistics,87 which estimate
the variability in the outcome of the fitted model. For example, McFadden’s pseudo-R2 is defined as

pseudo-R2 = 1 – lnL M full( )/ lnL M intercept( ), (22)

where Mfull is a full model with predictors; Mintercept is the model without predictors, i.e., containing only the
intercept; and L is the estimated likelihood.

When theMfull model does not predict the outcome better than theMintercept model, its ln L(Mfull) is not much
larger than ln L(Mintercept), hence the corresponding ratio is close to 1 and the McFadden’s pseudo-R2 is close to 0:
the model has poor predictive value. Conversely, when theMfull model is good, its ln L(Mfull) is close to zero since
the likelihood value for each observation is close to 1, andMcFadden’s pseudo-R2 is close to 1, indicating successful
predictive ability. When comparing twomodels on the same data, McFadden’s pseudo-R2 would be higher for the
model with the greater likelihood.

The R function “PseudoR2” of the DescTools package88 is applicable to the corresponding calculations. Note
that correlations between contents of the chemical components may affect the regression coefficients and p
values, but they do not influence the predictions, precision of predictions, and the goodness-of-fit statistics.89

An example of multinomial ordered logistic regression of sensory responses to the quality of a sausage from
different producers versus the chemical composition of this sausage, is available in Annex A, Example 4.

5 Multisensory quality index

A quality index summarizing the responses to different properties of a product is an important measure for
assessing the quality of commercial products.90–92 It can be useful in comparative testing of the same product
from different manufacturers64 and for prediction models of a consumer choice. However, when the responses
are ordinal quality characteristics, the problem of the published approaches to the index calculation is again that
they use different kinds of mean, while the corresponding algebraic operations with categorical data cannot be
performed (Sec. 1.2.2, Note 2). An additional difficulty is caused by multisensory perception93–95 which leads to
possible interactions (correlation) of the responses to different product properties.28

5.1 The index for independent responses

The probability mass function P by Eq. (1) of a multinomial random variable Y, characterized by a vector p of
response probabilities, is the probability that the event Y = n occurs. For example, five such multinomial
variables, each corresponding to a product quality property, will be used further with corresponding subscripts
from p1 to p5 in the symbols of variables and parameters related to these quality properties.

The probability Pjoint of the joint (intersection) event, consisting in the expert responses to the five properties
simultaneously, is:96,97

Pjoint = P Yp1 = np1{ } ∩ Y p2 = np2{ } ∩ Y p3 = np3{ } ∩ Y p4 = np4{ } ∩ Yp5 = np5{ }( ), (23)

where ∩ is the symbol of intersection of events.
The Venn diagram of the joint event is shown in Fig. 1.
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When responses to these five quality properties are independent, the probability of the joint event (joint
probability) is the product:

Pjoint = Pp1 · Pp2 · Pp3 · Pp4 · Pp5. (24)

Treating N responses to each quality property as a separate statistical sample, and corresponding frequencies nk
as random variables, the probability vector p = p1, p2,…, pK( ) is estimated for the quality property as a vector of
relative frequencies p̂ = p̂1, p̂2,…, p̂K( ), where p̂k = nk/N . Then, an estimate of Pp1 by Eq. (1) is P̂p1, similarly for
other probabilities, while the estimate of the joint probability by Eq. (24) is P̂joint = P̂p1 · P̂p2 · P̂p3 · P̂p4 · P̂p5. The
estimate P̂joint is the probability that the product will have these, and no other, quality characteristics, expressed
as the sensory property values on their ordinal scales.

The product quality index Qindex can be formulated as the negative common logarithm (−log10 or − lg) of the
estimate of the joint probability:

Qindex = −lg P̂joint( ) = − lg P̂p1( ) + lg P̂p2( ) + lg P̂p3( ) + lg P̂p4( ) + lg P̂p5( )[ ]. (25)

When the probability estimates P̂ of the five quality properties tend to 1, the quality index approaches its
minimum value Qindex = 0. In any other case Qindex > 0. A greater Qindex value means smaller values of the joint
probabilityPjoint and its estimate P̂joint, i.e., a greater chance that the product quality propertieswill differ from the
claimed ones. In this sense, greaterQindex values areworse, and the estimation ofQindex can be comparedwith, for
example, counting a number of defects. Being the negative logarithm by Eq. (25), the quality index is related to the
entropy (a measure of uncertainty98–100) of the probability distribution of that product quality properties.

Note that there are no assumptions concerning the contribution of each quality property to the quality index,
either being equal or different: the formulated quality index is not a kind of geometric or weighted mean of the
property values with probabilities as the weights. Determining the quality characteristics and their categories (the
ranges on theordinal scale), aswell as the relevanceof these characteristics to consumers, arenot the taskof thisGuide.
They are a part of the product specifications in a standard or another regulatory document related to the product.

5.2 The index for responses which might not be independent

When responses to two or more quality properties might not be independent, the probability of the joint
(intersection) event Pjoint can be represented numerically by a Gaussian copula-based procedure.101,102 This
procedure is used for generating samples from a discrete multivariate random variable with the prescribed
experimentalmarginal cumulative distributions F̂k_p1, F̂k_p2, F̂k_p3, F̂k_p4, F̂k_p5 and an empirical correlationmatrix
of those quality properties. When a large number of those multivariate samples, each of size N, are
generated, an estimate P̂joint of Pjoint can be calculated as the relative frequency of realization of the
intersection event Yp1 = np1{ } ∩ Yp2 = np2{ } ∩ Yp3 = np3{ } ∩ Yp4 = np4{ } ∩ Yp5 = np5{ }( ). Then, the quality index
Qindex = −lg P̂joint( ) is obtained.

Fig. 1: Venn diagram of the joint event. The event Yp1 = np1, when the probabilities of the
responses to property 1 by categories are as in the specific vector pp1, is shown with a semi-
transparent brown ellipse 1; similar color ellipses indicate 2 (green) − the event Yp2 = np2 for
property 2; 3 (violet) − the event Yp3 = np3 for property 3; 4 (blue) − the event Yp4 = np4 for
property 4; and 5 (yellow) − the event Yp5 = np5 for property 5. The joint (intersection) event,
consisting of the corresponding responses to the five properties simultaneously, is highlighted
by the central red non-transparent shape.28
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5.3 Variability of the quality index

Arepresentative dataset of responses to eachproperty is necessary for an estimation of the vector of relative frequencies
and PMFs by Eq. (1). It may be a dataset containing results of examination of samples from one batch. The quality index
characterizes this batch in such a case. When the dataset is accumulated by examination of batches during a specified
term, the quality index characterizes the product (and production in the specified term) in general. The variability of the
Qindex value for N > 100 is decreasing and may be considered as negligible at the quality index evaluation.

However, it is important that theQindex valuedepends on thedefinition of the joint probabilityPjoint and its estimate
P̂ joint. For example, the quality indexmay also be formulated as the negative common logarithmof the joint probability
of the product with some specified (preferred) categories of its quality properties. In particular, in the case of an “ideal”
productwith theexcellent (highest) categoryof eachexaminedproperty, the jointprobabilitymeans theprobability that
the productwill bemade at the sameproduction conditions as other products of the same kind during the studied term.
Then, the corresponding quality index Qexc

index is the negative common logarithm of the joint probability of the event
when the vector of frequencies of responses of the highest category is obtained for each of the properties.

Such quality indices are discussed in Annex A, Example 5, using the described approach for analysis of a
dataset related to a sausage from two producers.28

6 Implementation

In practice, the purposes of comparisons and the number of laboratories (producers) able and ready to participate
in a comparison may be different, and the number of test items may be small or large. When a consensus is not
achieved (the responses are inhomogeneous), outlying laboratory responses should be investigated. The outlier(s)
may be removed from the dataset for calculation if the laboratory finds that the conditions of the experiment
were violated. If a violation was not detected, removing outliers is not recommended1,13,16 as this action decreases
the power of the test and increases the risks of false decisions.

In any case, a fit-for-purpose algorithm is to be elaborated for correct treatment and interpretation of the
obtained data, especially in the complex interlaboratory comparisons of responses correlated with chemical
composition of an object or correlated responses to different properties of the same product. Such an algorithm
can be represented as a flow chart.

6.1 Algorithms for data treatment

When a property of samples of a product of different producers is examined in one laboratory/institution by a
group of experienced experts, and the chemical composition of each sample is known from a certificate provided
by its producer, a flow chart of data treatment is shown in Fig. 2. It starts from calculation of the frequencies of
expert responses (of different categories), and evaluation of the total variation. The next step is decomposition
of the total variation into components with the purpose to assess the effects of two factors influencing the
variation – “producer” (X1) and “expert” (X2).

The components of variation obtained are used for testing the hypotheses on homogeneity of the producers
(i.e., the responses to their product quality properties) and homogeneity of the experts (their responses to a
property of the same product sample). When responses of different experts are inhomogeneous, and/or the
responses to different producers are homogeneous, the analysis is ended. Otherwise, it is assumed that the
difference between responses to the product quality of different producers is caused by the differences in the
product chemical composition. This hypothesis is tested with multinomial ordered logistic regression analysis. If
any of the regression coefficients are statistically significant, probabilities of obtaining a response related to a
specific category for different components of the chemical composition are calculated. The last step is plotting
such probabilities for visualization of the results and their discussion like in Annex A, Example 4.

Another algorithm is necessary, when the chemical composition of each sample of a product under exami-
nation is known and correlations between the responses to different properties of the product are considered.
Such an algorithm may start from testing the homogeneity of the datasets of chemical composition that able to
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influence the responses. For samples, forwhich the hypothesis on homogeneity of the chemical composition is not
rejected, ORDANOVA is implemented. Then only testing correlation of the responses to the different quality
properties can be performed. If correlation is not statistically significant, a quality index of the product can be
calculated by Eq. (25). Otherwise, the quality index is calculated numerically by a Gaussian copula-based pro-
cedure as explained in Sec. 5.2 and Annex A, Example 5.

6.2 Limitations

This Guide discusses the risks of false decisions on consensus as probabilities, not considering the severity of their
consequences: quality loss, aesthetic and taste worsening in a product, financial loss, etc. There are also typical
limitations of the applied methods of mathematical statistics: the use of any model is a simplified reflection of
reality; adequacy of the treatment of a dataset of item-to-item (batch-to-batch) and/or expert-to-expert responses;
the goodness-of-fit of experimental and theoretical distributions, etc.
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Annex A: Examples

Example 1. Calculation of power of the test for nominal variables

A-1-1 Introduction

The aim of this example is to illustrate the dependence of values of power, P1 and P2, on the number of
laboratories I = 3 to 50, and the number of levels of the second factor (condition) J = 2 to 10, at the number of

Fig. 2: Flow chart of the data treatment for interlaboratory comparison of
categorical characteristics of a substance, material, or object.27
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categories of the responses K = 3 and 10. Calculations are based on the application of the chi-square distribution
in R programming environment.48 The least number of categories K = 3 is set as binary categorical cases (K = 2)
have already been discussed in previous publications.33,66 The least number of laboratories is I = 3 since bilateral
interlaboratory comparisons (I = 2) are a specific case in metrology13,103 not considered here. The range for J
starts at J = 2, which is usual for testing the influence of a comparison condition on the responses.48

A-1-2 Examples of the power calculations for nominal variables

The calculated results for P1 and P2 are shown as the yellow and blue transparent surfaces in Figs. 3 and 4,
respectively. The calculations are performed at the probability of a Type I error α = 0.05 and themedium effect of
the sample size w = 0.3. Plots (a) and (b) in each figure correspond to K = 3 and 10, respectively. Smoothing each
surface plot from corresponding discrete values was performed using R.74

Note that the axes of the plots in thefigures donot start fromzero, but correspond to the set ranges (from3 for I ,
and from 2 for J) and the minimal calculated power values Pl > 0. The ranges of power P1 values in Fig. 3 are from

Fig. 3: Power P1 of the test of the hypothesis on significance of the effect of factor X1 in dependence on the number I of laboratories (levels of
factor X1) and the number J of conditions (levels of factor X2). Plots (a) and (b) correspond to the number of response categories K = 3 and 10,
respectively.48

Fig. 4: Power P2 of the test of the hypothesis on significance of the effect of factor X2 in dependence on the number I of laboratories and the
number J of conditions. Plots (a) and (b) correspond to the number of response categories K = 3 and 10, respectively.48
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0.08 to 0.86 for K = 3 in plot (a), and 0.06 to 0.43 for K = 10 in plot (b). In Fig. 4 power P2 values are from 0.09 to 1.00
for K = 3 in plot (a) and 0.07 to 0.90 for K = 10 in plot (b). Thus, these figures indicate that increasing I and J , which
form the statistical sample size N = IJ , increases the power of the test for both factors X1 and X2. Comparison of
corresponding plots in Figs. 3 and 4 allows observing power values P1 < P2 at the same sample sizeN and number of
categories K . This is due to variances (and corresponding standard deviations) by Eqs. (15) and (16), which are
greater at the number of degrees of freedom df1 = K − 1( ) I − 1( ) than at df2 = K − 1( ) J − 1( ), when I > J . Besides,
increasingK decreases thepower at the sameN , i.e., a largernumber of categories requires a greater sample size for
achieving the same power of the test. In other words, to solve a more complex task, a greater N is necessary.

Example 2. A comparison of weld imperfections

A-2-1 Introduction

This example demonstrates the implementation of two-way CATANOVA for a case study of nominal variables in
an interlaboratory comparison of responses of technicians who categorizedweld imperfections on the images for
macroscopic examination. It is also an example of evaluation of the consensus of the comparison participants
when their responses are nominal values.

A-2-2 Experiment

Three accredited laboratories participated in the comparison,25 I = 3, and were asked to recognize and classify
weld imperfections according to ISO 6520-1.104 This standard defines the designation system for macroscopic
examination ofweld imperfections according to the followingfive categories/classes of theweld features,K = 5: 1)
cracks, 2) cavities, 3) inclusions, 4) lack of fusion/penetration, and 5) geometrical shape errors. Such imperfections,
caused by failures in the welding process, were visible on the 12 images/macroscopic photographs of different
welded joints used as the test items, sent to each participating laboratory. Ten items had only one feature
(imperfection) to detect, and each of the other two items had two different imperfections. Thus, n = 14
examination results, i.e., classes of weld imperfections by opinion of a laboratory technician – nominal
characteristics of the welds, were expected from a participating laboratory. In addition, the laboratories were
interested in comparing the examination results from an experienced technician and a trained novice, J = 2.
Therefore, two datasets, each containing 14 examination results, were considered from each participating
laboratory. The total number of examinations was N = nIJ = 8425.

A-2-3 Implementation of two-way CATANOVA

Numbers of responses by category obtained in each laboratory (technicians 1 and 2) to the 14 imperfections,
i.e., frequencies nijk , are presented in Table 2. The total sample variation of the examination results is V̂T = 0.952
with dfT = 83 by Eq. (4); the between (inter-) laboratory variation is ĈB = 0.047 with dfB = 5 by Eq. (6), and the
within (intra-) laboratory variation is V̂W = 0.906 with dfW = 78 by Eq. (7). The ĈB decomposition by Eq. (8) and
Eq. (10) was performed here considering in addition a possible interaction of the factors.

The individual effect of laboratories as factor X1 was Ĉ
B
X1 = 0.019 with df1 = 8 degrees of freedom, and the

effect of technicians as factorX2was Ĉ
B
X2 = 0.0149with degrees of freedom df2 = 4. Their significance indiceswere

ŜIX1 = 0.834 and ŜIX2 = 1.297, respectively.
Since df1 ŜIX1 = 6.67 does not exceed the critical value of the chi-square distribution χ28 at 95 % level of

confidence x1 = 15.51, and df2 ŜIX2 = 5.19 < x2 = 9.49, the null hypotheses H0 on homogeneity of the laboratories
and on homogeneity of their technicians were not rejected at 95 % level of confidence. In other words, the
influence of both the factors, laboratories X1 and technicians X2, on the responses was found insignificant at
the α-risk, i.e., the probability of a Type I error, α = 0.05. The factors’ interaction was also tested in a similar way
and found insignificant 25.
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A-2-4 Evaluation of the consensus

Under hypothesis H0 for the factor X1, the expectation according to Eq. (14) is E df1 ŜIX1[ ] = 8, the variance is
VAR df1 ŜIX1[ ] = 16, and the standard deviation is sd1 =

̅̅̅̅̅̅̅̅̅̅̅̅
VAR df1 ŜIX1[ ]√

= 4. The distribution of df1 ŜIX1 is
approximated by the chi-square distribution χ28. The critical value of χ

2
8 at 95 % level of confidence is x1 = 15.51.

Under hypothesis H1, at the sample size N = 84 and the medium size effect w = 0.3, the parameter of non-
centrality of the distribution is λ = w2N = 7.56. By Eq. (15), E df1 ŜIX1, 7.56[ ] = 15.56, VAR df1 ŜIX1, 7.56[ ] = 46.24, and
sd1, 7.56 = 6.80. The distribution of df1 ŜIX1, 7.56 under H1 is approximated by χ28, 7.56. The probability density
functions (PDFs) of the chi-square distributions for factor X1 are shown in Fig. 5, plot (a). On this plot, the blue line
is the PDF of the chi-square distribution χ28 under hypothesis H0, and the red line is the PDF of χ28, 7.56 under
hypothesis H1. The vertical black dashed line indicates the critical value x1. Probabilities of a Type I error are
shown by the transparent blue area to the right of the dashed line, and probabilities of a Type II error − by the
transparent red area to the left of the dashed line. The power of the test of insignificance of factor X1 is P1 = 0.45.

For factor X2 under hypothesis H0, E df2 ŜIX2[ ] = 4,VAR df2 ŜIX2[ ] = 8, and sd2 = 2.83. The distribution of
df2 ŜIX2 is approximated by χ24. The critical value of χ

2
4 at 95 % level of confidence is x2 = 9.49. Under hypothesisH1

and λ = 7.56, E df2 ŜIX2, 7.56[ ] = 11.56, VAR df2 ŜIX2, 7.56[ ] = 38.24, and sd2, 7.56 = 6.18. The distribution of df2 ŜIX2, 7.56 is
approximated by χ24, 7.56. The corresponding probability density functions of the chi-square distributions χ24 and
χ24, 7.56 for factorX2 are shown onplot (b) in Fig. 5. The notations are the same as on plot (a) in thisfigure. The power
of the test of insignificance of factor X2 is P2 = 0.58.

Table : Numbers of the responses by laboratory, technician, and categories, nijk .

Category, K Laboratory (X1), i Total

1 2 3

Technician (X2), j

1 2 1 2 1 2

       

       

       

       

       

Total       

Fig. 5: Probability density functions (PDFs) of the chi-square distributions. Plot (a) is for factor X1, and plot (b) is for factor X2. The blue lines
demonstrate the PDF of the chi-square distribution under hypothesisH0, the red lines – under hypothesis H1. The vertical black dashed lines
indicate the critical values x1 and x2 for 95 % level of confidence, for plot (a) and for plot (b), respectively. Probabilities of a Type I error α are
shown as the shaded area of transparent blue color, and probabilities of a Type II error β – by the shaded area of transparent red color.48
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In other words, a consensus of the laboratories in assessment of the weld imperfections, and an agreement
between an experienced technician and a trained novice in a laboratory, were accepted at the level of confidence
1 − α( ) 100% = 95%. Nevertheless, the probability of a Type II error, i.e., β-risk of a false consensus indication,was
β1 = 1 − P1 = 0.55 concerning the laboratories, and β2 = 1 − P2 = 0.42 concerning the technicians.47

Example 3. A comparison of the intensity of odors of drinking water

A-3-1 Introduction

The objective of this example is demonstration of the implementation of two-wayORDANOVAwithout replication
for a case study of ordinal variables in an interlaboratory comparison of sensory responses to the intensity of the
odor of drinking water samples, and an evaluation of the consensus of the comparison participants when their
responses are ordinal values.

A-3-2 Experiment

Two test items, 1 and 2, were prepared for examination of the intensity of a chlorine and a sulfurous odor,
respectively.26 The components of these items were purchased bottled drinking water (from the same producer
and batch), 330 cm3 in a plastic container for each item, and the initial solutions of the pure reagents in glass vials:
3 cm3 of sodium hypochlorite, 0.544 g/dm3, for test item 1 providing a chlorine odor; and 3 cm3 of sodium sulfide,
0.167 g/dm3, for test item 2 providing a sulfurous odor.

The solution of sodium hypochlorite was mixed with the drinking water before use by each participating
laboratory to obtain the final concentration of sodium hypochlorite in test item 1 equal to 4.9 mg/dm3. This
concentration of sodium hypochlorite corresponds to intensity level 2 of chlorine odor, interpolated between
levels 1 and 3 described in the national standard GOST R 57164.105 The final concentration of sodium sulfide in test
item 2 equal to 1.5 mg/dm3 was obtained by mixing its initial solution with the drinking water, also before use by
each participating laboratory. This concentration of sodium sulfide corresponds to intensity level 4 of sulfurous
odor, interpolated between levels 3 and 5 by ref. 105.

The assigned categories of the intensity of odor in the prepared items were set according to the preparation
procedure.1 The influence of any lack of chemical homogeneity of the initial solutions on the assigned categories
was negligible. The solutions of sodium hypochlorite and sodium sulfide were stable for three weeks, when kept
in tightly-closed glassware between temperatures from 4 °C to 20 °C. The stability of the test items 1 and 2 was not
relevant, as they were prepared immediately before use.

The components of items 1 and 2 were distributed to the 49 ecological laboratories which participated in the
comparison in random order. The examination of the items was performed at a participating laboratory
immediately after preparation of the final solutions in the same conditions as for routine water samples, in six
categories of the intensity for both the water odors according to the national standard.105 There are
a) imperceptible odor, b) very weak, c) weak – does not cause a disapproving response about the water,
d) noticeable – causes a disapproving response, e) distinct – a tester wishes not to drink, and f) very strong – the
water is not potable. To each category, the standard assigns the respective numeric score from 0 to 5. The
temperature of a test item was measured and adjusted to (20 ± 2) °C by keeping at room temperature. To adjust a
test item temperature to (60 ± 5) °C, the flask with the item was immersed in a water bath for heating.

Finally, 45 laboratories reported. Thus, there were factor X1 − laboratory with I = 45 levels; factor
X2 − temperature of a water sample with J = 2 levels (j = 1 at 20 °C and j = 2 at 60 °C); K = 6 categories/levels of
chlorine or sulfurous odor intensity (k from 0 to 5); n = 1 − one response from each laboratory related to a sample
of the specified odor at the specified temperature; N = IJ = 90 responses in total for each chlorine odor and
sulfurous odor.26
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A-3-3 Implementation of two-way ORDANOVA without replication

Numbers of the responses (examination results) obtained from all laboratories by categories at the specified
temperature of a water sample, i.e., frequencies njk , are presented in Table 3.

The total sample variation of the responses for the intensity of chlorine odor is V̂T = 0.366, and for sulfurous
odor, it is V̂T = 0.345with dfT = 89 by Eq. (3). The between-laboratory variation for the intensity of chlorine odor is
ĈB = 0.256, and for sulfurous odor, it is ĈB = 0.250 with dfB = 45 by Eq. (6). The residual variation for the intensity
of chlorine odor is V̂W = 0.110, while for sulfurous odor, it is V̂W = 0.096 with dfW = 44 by Eq. (7).

The significance index of the laboratory factor ŜIX1 = 1.360 by Eq. (13) for the chlorine odor intensity exceeds
its critical value of 1.185 at 95 % level of confidence; similarly for the sulfurous odor intensity, ŜIX1 = 1.454 exceeds
its critical value of 1.202. At the same time, the significance index of the temperature factor does not exceed its
critical value at 95 % level of confidence for both the chlorine odor intensity (ŜIX2 = 2.423 < 3.010) and the
sulfurous odor intensity (ŜIX2 = 0.511 < 3.248). This means rejecting the null hypothesis H0 concerning the (zero)
difference between laboratories in classifying chlorine or sulfurous odor intensity by categories/levels: this
difference is statistically significant at the α-risk, i.e., the probability of a Type I error, α = 0.05. The effect of
temperature in classifying chlorine or sulfurous odor intensity by categories is not significant as H0 was not
rejected at the same α-risk. Note that this effect might depend on the odorant concentration in water.26

A-3-4 Evaluation of the consensus

The proposed algorithm using random MC draws from a multinomial distribution was applied to evaluate the
consensus of the laboratories at the given α = 0.0548. The medium size effect used for the power calculations was
assumed equal to w = 0.3, hence λ = w2N = 8.10. Critical values of the significance indices are SIcritX1 = 1.18 and
SIcritX2 = 3.06 at 95 % level of confidence. The PDFs of the significance index ŜI

MC
Xl under hypothesis H0, and of the

index ŜI
MC
Xl, λ modified under hypothesisH1, for chlorine odor of thewater samples are presented in Fig. 6. Plot (a) is

related to factor X1, and plot (b) − to factor X2.
The blue line shows the PDF of ŜI

MC
Xl , the red line is the PDF of ŜI

MC
Xl, λ, the black vertical dashed line indicates

the critical value SIcritXl . Probabilities of a Type I error α and probabilities of a Type II error β are shown as in
Fig. 5. The power of the test of insignificance of factor X1 is P1 = 0.10, and for factor X2 it is P2 = 0.29. For sulfurous
odor, the obtained PDF of the significance indices and their critical values SIcritX1 = 1.20 and SIcritX2 = 3.23 were close to
those for chlorine odor. Therefore, the power values P1 = 0.10, and P2 = 0.28 are here practically the same as for
chlorine odor.

Note that decreasing the level of confidence (increasing the α-risk) leads to increasing the power (decreasing
the β-risk). For example, at 90 % level of confidence (α = 0.10) and the effect of the statistical sample sizew = 0.3,
the power values for the intensity of chlorine odor are P1 = 0.17 and P2 = 0.34, and for the intensity of sulfurous

Table : Numbers of the responses by a water sample temperature and categories, njk .

Category, k Chlorine odor Total Sulfurous odor Total

Temperature (X2), j Temperature (X2), j

1 2 1 2

      

      

      

      

      

      

Total      
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odor, they are P1 = 0.17 and P2 = 0.39. Increasing w also increases the power. Hence, at 90 % level of confidence
andw = 0.5, the power values for the intensity of chlorine odor are P1 = 0.32 and P2 = 0.58, and for the intensity of
sulfurous odor − P1 = 0.35 and P2 = 0.6648.

Example 4. Multinomial ordered logistic regression of sensory responses to the quality
of a sausage from different producers versus the chemical composition of the sausage

A-4-1 Introduction

The objective of the present example is implementation of two-way ORDANOVA without replication in
combination with amultinomial ordered logistic regression of sensory responses to the quality of a sausage from
different producers, influenced not only by variability of the testing laboratories or their experts, but also by the
chemical composition of the object under examination.

A-4-2 Experimental

Samples of boiled-smoked sausage “Moscowskaya” by the national standard GOST R 55455106 from I = 16
producers were purchased on themarket practically simultaneously for the comparative testing of the sausage as
a consumer product.64 Its main chemical components are protein, fat, moisture, and salt. All samples were
examined before their expiration dates (set by the producers) by J = 3 experienced assessors/experts. Five
sensory quality characteristics of the samples were evaluated: 1) appearance and packaging, named further
“appearance”; 2) consistency; 3) color and appearance of cut sausage, named further “color”; 4) taste, and 5) smell.
An expert response related to each quality property was ordered by K = 5 categories from “very bad” to
“excellent” (k = 1, 2,…, 5). A total number N = IJ = 48 responses was obtained for each property, and 48 × 5 = 240
responses for the five properties. Contents (mass fractions expressed in %) of the m = 4 main components were
taken from the certificates of the producers. In total, mI = 64 continuous quantitative values were obtained.27

A-4-3 Implementation of two-way ORDANOVA without replication

Numbers of responses by experts and categories, i.e., frequencies njk , are shown in Table 4 for each quality
characteristic of the “Moscowskaya” sausage.

Fig. 6: PDFs of the significance index under hypothesis H0 and of the index modified under hypothesis H1 for chlorine odor of the drinking
water samples. Plot (a) is related to factor X1, and plot (b) – to factor X2. Blue line shows the PDF of ŜIMC

Xl , red line – the PDF of ŜI
MC
Xl, λ, black

vertical dashed line indicated the critical value SIcritXl at 95 % level of confidence. Probabilities of a Type I error α and probabilities of a Type II
error β are depicted as in Fig. 5.48
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Total variation V̂T of the responses by Eq. (4), partitioned into the between-producer variation ĈB by Eq. (5)
and the within-producer residual variation V̂W by Eq. (6) are presented in Table 5, which includes the individual
effects Ĉ

B
X1 and Ĉ

B
X2 of factors X1 and X2 (producers and experts, respectively) evaluated using the ĈB

decomposition by Eqs. (7)–(9). To check the statistical significance of both the factor effects the significance indices
ŜIX1 and ŜIX2 were calculated by Eq. (13) at the degrees of freedom dfX1 = 15 and dfX2 = 2. The critical index values
SIcritXl at 95 % level of confidence in Table 5 were obtained using two-way ORDANOVA tool for simulations of the ŜI
distributions.48

There is a statistically significant difference at 95 % level of confidence between the producers related to all
the quality parameters of the sausage (appearance, consistency, color, taste, and smell). This difference is called
the “inhomogeneity” of the producers. At the same time, the significance index values of the expert factor do not
exceed its critical value at 95 % level of confidence, i.e., the null hypotheses H0 on the “homogeneity” of expert
responses regarding to each of the five sausage properties were not rejected.

A-4-4 Implementation of the multinomial ordered logistic regression

The multinomial ordered logistic regression model by Eq. (20) was fitted to the component contents in order to
predict appearance, color, taste, and smell, assessed by experts according to the three categories shown in Table 4,
k = 3, 4, and 5. A logistic regression for dichotomous (binary) outcome variables was used for prediction of
consistency, since the corresponding expert responses in Table 4were only of two categories, k = 4 and 5. Since for
each categorical variable, the responses were found to be homogeneous among the three experts at the
ORDANOVA study, all their outcomes were taken together, constituting the set of values to be used in the

Table : Numbers of responses to the quality of sausages by experts and categories, njk .

Category, k Appearance Consistency Color Taste Smell

Experts (X2), j

              

               

               

               

               

               

Total               

Table : Results of two-way ORDANOVA in the study of the “Moscowskaya” sausage by different producers.

Property bVT bCB bVW X1 & X2 bC
B
X1 & bC

B
X2

bSIX1& bSIX2 dfX1 & dfX2 SIcritX1 & SIcritX2

Appearance . . . Producer . .  .
Expert . .  .

Consistency . . . Producer . .  .
Expert . .  .

Color . . . Producer . .  .
Expert . .  .

Taste . . . Producer . .  .
Expert . .  .

Smell . . . Producer . .  .
Expert . .  .
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regression. Intervals of the sausage main component contents in the certificates of the producers, taken into
account in the regression, as well as the means and standard deviations of the contents (mass fraction expressed
in %) are shown in Table 6. The calculation results are presented in Table 7, where the estimates for γk0 and ηi
coefficients are reported with their standard errors and 95 % confidence intervals (from 2.5 % to 97.5 % quantile).
The estimated odds ratios, derived by exponentiating the coefficients, and the McFadden’s pseudo-R2 values by
Eq. (22) are also shown in Table 7.27

For example, the model by Eq. (20) of category k=3 for appearance is
logit P q ≤ 3( )( ) = 108.31 − 1.65c1 − 0.95c2 − 1.24c3 + 2.22c4. A one-unit increase in the protein content c1, for

Table : Statistics of the chemical composition of samples of the “Moscowskaya” sausage.

Statistics Protein, c1, % Fat, c2, % Moisture, c3, % Salt, c4, %

Minimum . . . .
Maximum . . . .
Mean . . . .
Standard deviation . . . .

Table : Results of the multinomial ordered logistic regression analysis.

Property Coefficient Value Standard error 2.5 % 97.5 % Odds ratio Pseudo-R2

γk (|) . . . . . × 


γk (|) . . . . . × 


Appearance η . . . . .
η . . . . . .
η . . . . .
η −. . −. . .
γk −. . −. . . × 

−

Consistency η . . . . . .
η . . −. . .
η . . −. . .
γk (|) . . . . . × 



γk (|) . . . . . × 


Color η . . . . .
η −. . −. . . .
η . . . . .
η −. . −. . .

Color* γk (|) . . . . . × 


.
γk (|) . . . . . × 



η . . . . .
η . . . . .

Taste γk (|) . . . . . × 


γk (|) . . . . . × 


η . . . . . .
η . . . . .
η . . . . .
η −. . −. −. .
γk (|) . . . . . × 



Smell γk (|) . . . . . × 


η . . . . .
η . . . . . .
η . . . . .
η −. . −. −. .

*A shorted model of probability of the color category versus contents of protein and moisture.
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example, corresponds to increase in the expected value of logit P q ≤ 3( )( ) by 1.65 on the log odds scale, when all
the other variables in the model are held constant.

The corresponding odds ratio exp 1.65( ) = 5.2 indicates that, for every unit increase in the protein content, the
odds of the sausage having a better appearance outcome (k = 4 or 5, versus k = 3) is multiplied 5.2 times.

Note, if a confidence interval does not cross zero, the parameter estimate is statistically significant. However,
the confidence interval for the estimate η4 = 2.22 (of the regression coefficient of the salt content c4) crosses zero
and this means that η4 is statistically not significant here. In other words, the salt content values in the interval
shown in Table 6 do not influence the probability of appearance category of a whole sausage.

Probabilities P of obtaining a response of category k by dependence on protein content c1, calculated at the
mean values of contents of other main components (Table 6), are shown on Fig. 7a. In the case of three categories
of the observed responses (k = 3, 4, and 5), the probability P q = 3( ) = P q ≤ 3( ), P q = 4( ) = P q ≤ 4( ) − P q = 3( ), and
P q = 5( ) = 1 − P q = 3( ) − P q = 4( ), where P q ≤ 3( ) and P q ≤ 4( ) can be evaluated by Eq. (21). The P values for
k = 3, 4, and 5 are shown by lines 1, 2, and 3 in Fig. 7a, respectively. The P dependences on fat content c2 and on
moisture content c3 are shown in Fig. 7b and c, respectively. They were also calculated at contents of other main
components equal to their observed mean values in Table 6. The influence of all the component contents on the
probability values is very similar, but the probability curves versus contents of protein and moisture are cut at
the lower limits of the content intervals (their minimal values observed in the comparison). The full picture is
shown in Fig. 7b for the probabilities versus contents of fat, where the probability values of the appearance
categories vary from zero to themaximum, or from 1 to 0 and vice versa. Note that increasing c1, c2, and c3 leads to
increasing probability of the responses of the highest appearance category k = 5 (excellent quality). The salt
content c4 does not influence probabilities of responses of consistency dichotomous categories k = 4 and 5, hence it
may be removed from the list of regressors. The probabilities of responses of different color categories do not
depend on contents of fat and salt, c2 and c4, in their observed intervals. Model “Color*” without these two
variables has the sameMcFadden’s pseudo-R2 value 0.09 as fullmodel “Color”, and practically the same regression
coefficients for c1 and c3 in Table 7.

The full models for taste and smell are the best fitting models among the qualitative sausage properties: their
McFadden’s pseudo-R2 values in Table 7 are about two to three times greater than those for appearance, color, and

Fig. 7: Probabilities P of responses of different appearance categories in dependence on
content of (a) protein c1, (b) fat c2, and (c) moisture c3, mass fractions expressed in %. Each
plot is calculated at contents of other main components equal to their observed mean
values (Table 6). Line 1 is for category “satisfactory” (k = 3), line 2 for category “good”
(k = 4), and line 3 for category “excellent” (k = 5).27
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consistency. In general, the maximum probability of responses of each category of taste and smell is reached at
increasing contents of the influencing main components. Similar effects are also observed in the plots in Fig. 7 for
appearance: the first category reaching its maximumprobability in the studied ranges of the component contents
is 3, then 4, and finally 5, i.e., higher categories aremore probable with greater contents of components. However,
the salt contents in the interval considered in this study do not significantly influence responses on appearance,
color, and consistency. At the same time, taste and smell are influenced by the salt contents in a reverse order than
contents of other main components: the greater the salt content, the lower category is the more probable.

The probabilities of responses of the excellent quality category P q = 5( ) of both, taste and smell, increase with
mass fractions of proteinup to c1 of about 17%; of fat up to c2 of about 26%; andofmoistureup to c3 of about 58%;while
the minimal salt content c4 = 2.2 % is preferable. These estimates could be helpful for a revision of the specification
limits of the sausage composition, necessarily taking into account themassbalance constraint: the sumof actual values
of mass fractions of the four main components expressed in % should be equal to or less than 100%.107

Example 5. Comparison of the multisensory quality index values of a sausage of two
producers

A-5-1 Introduction

This example demonstrates implementation of two-way ORDANOVA without replication for calculation of the
multisensory multinomial quality index of a product, considering possible correlation of the responses to the
different quality properties of the same product. It is shown how the index could be used for comparison of
quality of this product from two producers.

A-5-2 Experiment

The dataset used here included results of sensory analysis and chemical analysis of the same boiled-smoked sausage
“Moscowskaya”106 as in Example 4. However, this time, the datawere accumulated fromeach of twomanufacturers
during twoyears of theproduction. Therewere I1 = 26 batches i = 1, 2,…, 26 of thefirst sausagemanufacturer, named
hereafter “producer 1”, and I2 = 54 batches i = 1, 2, …, 54 of the second manufacturer, named “producer 2”. Five
quality sensory properties of the sausage in a batchwere examinedwithout replication at each producer factory by
its J = 5 experienced experts j = 1, 2,…, 5: a) appearance and packaging, named “appearance”; b) consistency; c) color
and appearance of cut sausage, named “color”; d) taste; and f) smell. An expert response related to each quality
property was ordered by K = 5 categories k from “very bad” to “excellent”, k = 1, 2, …, 5. A total N1 = I1 × J = 130
responseswere obtained for each property, and hence 130× 5 = 650 responses to thefive properties of the sausage of
producer 1, while for the sausage of producer 2, there were N2 = I2 × J = 270 responses to each property and
270× 5 = 1,350 responses to thefive properties. Contents (measuredmass fractions expressed in%) of them = 4main
components were taken from the batch certificates of the producer, included I1 × m = 104 quantitative values of
producer 1 and I2 × m = 216 such values of producer 2, characterizing the sausage chemical compositions.28

A-5-3 Statistics of the chemical composition

The intervals ofmass fractions of themain sausage components expressed in% (protein c1, fat c2, moisture c3, and
salt c4), minimum and maximum measured values, as well as the mean and standard deviations of the mass
fractions of I1 = 26 batches of producer 1 and I2 = 54 batches of producer 2, are presented in Table 8.

Homogeneity of the two standard deviations (the null hypothesis of equality of variances) was tested using a
two-sided Fisher’s test at 95 % level of confidence and degrees of freedom for the numerator I1 − 1 = 25, and
I2 − 1 = 53 for the denominator. The null hypothesis is rejected for fat, moisture, and salt, and not rejected for
protein. Thus, chemical compositions of the sausages of the two producers were, in general, different. Because
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chemical composition may influence expert responses to the sausage quality properties as shown in Example 4,
the ordinal data subsets of producer 1 and producer 2 were treated separately.

A-5-4 Implementation of two-way ORDANOVA without replication

Numbers of the responses (frequencies njk) are shown in Table 9 for each quality property of the sausage. The high
categories of the quality properties of the product are to be expected: otherwise, a consumer would not buy the
sausage in a store.

Total variation V̂T of the responses without replication, partitioned into the between-batch variation ĈB and
the within-producer residual variation V̂W are presented in Table 10, which includes the individual effects Ĉ

B
X1

and Ĉ
B
X2 of factorsX1 andX2 (batches and experts, respectively) evaluated using the ĈB decomposition, Eqs. (7)–(9).

To check the statistical significance of effects of each factor, the significance indices ŜIX1 and ŜIX2 were calculated

Table : Statistics of the chemical composition of the sausage from each of two producers.

Producer Statistic Protein, c1, % Fat, c2, % Moisture, c3, % Salt, c4, %

 Minimum . . . .
Maximum . . . .
Mean . . . .
Standard deviation . . . .

 Minimum . . . .
Maximum . . . .
Mean . . . .
Standard deviation . . . .

Table : Numbers of the responses by experts and categories njk from each of two producers.

Property Expert, j Producer 1, category k Producer 2, category k

1 2 3 4 5 1 2 3 4 5

Appearance           

          

          

          

          

Consistency           

          

          

          

          

Color           

          

          

          

          

Taste           

          

          

          

          

Smell           
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by Eq. (13), with degrees of freedom dfX1 = 25 for producer 1 and dfX1 = 53 for producer 2, and dfX2 = 4 for each of
them. The critical index values SIcritXl at 95 % level of confidence in Table 10 were obtained using two-way
ORDANOVA tool for simulations of the ŜI distributions 48 as in Example 4.

There are significant differences between the studied batches of producer 1 as ŜIX1 are considerably larger
than corresponding SIcritX1 .

However, there is no statistically significant difference at 95 % level of confidence between the experts’
responses related to appearance, consistency, taste, and smell. The ŜIX2 value for color (2.304) exceeded the
critical value SIcritX2 = 2.290 at 95 % level of confidence, but did not exceed SIcritX2 = 3.079 at 99 % level of confidence.
Thus, the responses of thefive experts of producer 1 are considered as homogeneous/uniform. For producer 2, as it
was for producer 1, there is a statistically significant difference between the studied batches related to each of the
five quality properties of the sausage at 95 % level of confidence.

The values of the significance index ŜIX2 of the differences of the experts’ responses regarding consistency,
color, taste, and smell do not exceed their critical values SIcritX2 at 95 % level of confidence, i.e., the null hypotheses
on the homogeneity of the experts’ responses are not rejected. The ŜIX2 value for appearance (2.691) exceeds
SIcritX2 = 2.293 at 95% level of confidence but does not exceed SIcritX2 = 3.142 at 99% level of confidence. In otherwords,
the responses of the five experts of producer 2 can be assumed uniform.

The homogeneity of the responses of the five experts of each producer allows the use of the subset of each
producer’s data for calculation of its sausage multinomial multisensory quality index.

A-5-5 Testing correlation of the responses to the different quality properties

Spearman’s rho correlation coefficient, calculated with the IBM SPSS software,108 is used here as a nonparametric
measure of the strength and direction of association that exists between responses to two quality properties as

Table : Results of two-way ORDANOVA of the responses to the quality characteristics of the sausage from each of two producers during
two years of its production.

Property bVT bCB bVW X1 & X2 bC
B
X1 & bC

B
X2

bSIX1 & bSIX2 dfX1 & dfX2 SIcritX1 & SIcritX2

Producer 

Appearance . . . Batch . .  .
Expert . .  .

Consistency . . . Batch . .  .
Expert . .  .

Color . . . Batch . .  .
Expert . .  .

Taste . . . Batch . .  .
Expert . .  .

Smell . . . Batch . .  .
Expert . .  .

Producer 

Appearance . . . Batch . .  .
Expert . .  .

Consistency . . . Batch . .  .
Expert . .  .

Color . . . Batch . .  .
Expert . .  .

Taste . . . Batch . .  .
Expert . .  .

Smell . . . Batch . .  .
Expert . .  .
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ordinal variables. The association is complete (the variables are strongly correlated), when the coefficient value
achieves ±1, and the association is absent when the coefficient value is zero. The matrices of Spearman’s rho
correlation coefficients for N1 = 130 pairs of responses to quality properties of the sausage of producer 1 (for each
pair of the five properties), and similar for N2 = 270 pairs related to the sausage of producer 2, are presented in
Table 11.

The SPSS software output contains also the two-tailed significance probability of making the wrong decision
on correlation of the ordinal variableswhen the null hypothesis on their uncorrelation is true (the probability α of
a Type I error). From these calculations for producer 1, the null hypothesis was not rejected at 95 % level of
confidence (α = 5 %) and correlation was not supported for responses to all the quality properties apart of the pair
“appearance-color”. For this pair, the null hypothesis was not rejected at 99 % level of confidence (α = 1 %). For
producer 2, the calculated correlation coefficients in Table 11 are considerably larger than for producer 1. The
negligible probability of a Type 1 error here (α = 0 %) for any pair of tested quality properties indicating a high
degree of correlation.

The reasons for the different correlation matrices of responses to the properties of the same sausage of two
producers were not studied in this work. However, they are responses of two different groups of experts, each
group employed by one producer for the sensory examination of its product.

Note that independent variables are necessarily uncorrelated. Therefore, the multinomial multisensory
quality index was calculated for the sausage of producer 1 as a case study of independent responses to the quality
properties, while the index for the sausage of producer 2 was evaluated considering that the responses to its
quality properties were correlated.

A-5-6 Calculation of the quality index for independent responses

Table 12 gives the vector of frequencies by categories n = n1, n2,…, n5( ), nk = ∑5
j=1 njk , k = 1, 2, …, 5, where

frequencies njk of the homogeneous responses of the five experts of producer 1 are taken from Table 9; and the
vector p̂ = p̂1, p̂2,…, p̂k( ) of relative frequencies p̂k = nk/N1 at N1 = 130. The estimate of the probability P̂app for
appearance by Eq. (1), and similarly for the other quality properties, is also shown in Table 12. Hence, the quality
index value of sausages from producer 1 by Eq. (25) is Qindex1 = 7.0.

When the joint probability is considered that the ideal sausage (having category “excellent” for each
property)will be produced, thenQexc

index1 = 95. This is practically impossible as the joint probability value in this case
is 1.28⋅10−96, i.e., such a perfect-quality level is not achievable under the considered production conditions.

Table : Spearman’s rho correlation coefficients for expert evaluation of quality properties of sausages from producer  and producer .

Properties Appearance Consistency Color Taste Smell

Producer 

Appearance . −. . −. .
Consistency −. . . . .
Color . . . . .
Taste −. . . . −.
Smell . . . −. .

Producer 

Appearance . . . . .
Consistency . . . . .
Color . . . . .
Taste . . . . .
Smell . . . . .
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A-5-7 Calculation of the quality index for correlated responses

The GenOrd package implementing a Gaussian copula-based procedure109 was applied for simulation of the
discrete multivariate random variables with the given correlation matrix and marginal distributions. A large
number (106) of samples of N2 = 270 occurrences of the multivariate quantities (expert responses to appearance,
consistency, color, taste, and smell) were simulated by R function “ordsample”, taking into account the
experimental marginal distributions for appearance F̂k_app, consistency F̂k_con, color F̂k_col, taste F̂k_tas, and smell
F̂k_sme, and the Spearman correlation matrix from the dataset of producer 2 in Table 11. The calculation code in R
programming environment is presented in the paper.28

The numerical estimate of the joint probability P̂joint was obtained as the number of occurrences, among 106

samples, inwhich the intersectionevent Y app = napp{ } ∩ Y con = ncon{ } ∩ Y col = ncol{ } ∩ Y tas = ntas{ } ∩ Y sme = nsme{ }( )
was realized. The negative common logarithm of the joint probability estimate, equal to the multinomial
multisensory quality index by its definition, was Qindex2 = 4.6. When repeating the simulations, the standard
deviation of the calculated index due to the simulation variability (reproducibility of the procedure) was about
0.1. To assess the correlation influence, a diagonal correlationmatrix was applied to the same dataset of producer
2, i.e. the correlation was ignored. The corresponding quality index value was Qindex2 = 5.0. Thus, the correlation
effect is perceptible here: if correlation is not considered, the product (sausage) quality is assessed worse than it
actually is.

Note that the minor correlation detected in the dataset of producer 1 (Table 11) for the pair “appearance-
color” was assumed negligible for simplicity. To check if this assumption was sustainable, the original
(experimental) correlation matrix was also applied. The corresponding quality index value was Qindex1 = 6.4.
Again, this value is not significantly different from the value Qindex1 = 6.7 when the diagonal correlation matrix is
used, as both values were obtained with the same simulation procedure having the same standard deviation of
about 0.1. Thus, the assumption of the independent expert responses on quality properties of the sausage of
producer 1 is supported.

In general, the multinomial multisensory quality index value of producer 2 is less than that of producer 1 by
about two units, i.e., the probability of the joint event differs by about two orders of magnitude. Therefore, the
quality of the sausagemanufactured by producer 2 is considered better in the sense that deviations of this sausage
quality properties from the claimed ones are less probable.

When the joint probability is considered that the ideal sausage having a category “excellent” for each
property will be produced, the quality index Qexc

index2 tends to become infinity (is greater than Qexc
index1 = 95), as the

joint probability tends to become zero. Anyway, such sausage quality is unlikely for either of the producers under
the studied conditions.

Table : Statistics for calculation of the quality index Qindex of the sausage from producer .

Statistic Category, k Appearance Consistency Color Taste Smell

nk      

     

     

     

     

bpk      

     

  . . . 

 . . . . .
 . . . . .

bP . . . . .
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